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In this paper, we review recent developments in transparent
data embedding and watermarking for audio, image, and video.
Data-embedding and watermarking algorithms embed text, binary
streams, audio, image, or video in a host audio, image, or video
signal. The embedded data are perceptually inaudible or invisible
to maintain the quality of the source data. The embedded data
can add features to the host multimedia signal, e.g., multilingual
soundtracks in a movie, or provide copyright protection. We discuss
the reliability of data-embedding procedures and their ability to
deliver new services such as viewing a movie in a given rated
version from a single multicast stream. We also discuss the issues
and problems associated with copy and copyright protections and
assess the viability of current watermarking algorithms as a means
for protecting copyrighted data.
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I. INTRODUCTION

The past few years have seen an explosion in the use
of digital media. Industry is making significant investments
to deliver digital audio, image, and video information to
consumers and customers. A new infrastructure of digital
audio, image, and video recorders and players, on-line ser-
vices, and electronic commerce is rapidly being deployed.
At the same time, major corporations are converting their
audio, image, and video archives to an electronic form.
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Digital media offer several distinct advantages over ana-
log media: the quality of digital audio, image, and video
signals is higher than that of their analog counterparts.
Editing is easy because one can access the exact discrete
locations that should be changed. Copying is simple with
no loss of fidelity. A copy of a digital media is identical
to the original. Digital audio, image, and videos are easily
transmitted over networked information systems.

These advantages have opened up many new possibilities.
In particular, it is possible to hide data (information) within
digital audio, image, and video files. The information is
hidden in the sense that it is perceptually and statistically
undetectable. With many schemes, the hidden information
can still be recovered if the host signal is compressed,
edited, or converted from digital to analog format and back.

As we shall see in Section II, pure analog data-hiding
techniques had been developed in the past. However, these
techniques are not as robust as most of the digital data
hiding techniques that we review in this paper. Furthermore,
they cannot embed as much data in a host signal as the
digital approaches.

Digital data embedding has many applications. Foremost
is passive and active copyright protection. Many of the
inherent advantages of digital signals increase problems
associated with copyright enforcement. For this reason, cre-
ators and distributors of digital data are hesitant to provide
access to their intellectual property. Digital watermarking
has been proposed as a means to identify the owner or
distributor of digital data.

Data embedding also provides a mechanism for embed-
ding important control, descriptive, or reference information
in a given signal. This information can be used for tracking
the use of a particular clip, e.g., for pay-per-use appli-
cations, including billing for commercials and video and
audio broadcast, as well as Internet electronic commerce of
digital media. It can be used to track audio or visual object
creation, manipulation, and modification history within a
given signal without the overhead associated with creating
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a separate header or history file. It can also be used to track
access to a given signal. This information is important in
rights-management applications.

Data embedding is also ideally suited for covert commu-
nications. Data embedding can securely hide large amounts
of potentially encrypted information in audio, image, and
video data.

A most interesting application of data embedding is
providing different access levels to the data. For example,
the amount of detail that can be seen in a given image can
be controlled. A person with a high access level can see
details that another person with a lower access level would
not see. Similarly, data embedding allows users to tailor a
video to their needs, e.g., by watching a movie broadcast
over a single channel in a particular rating or in a given
language. In this case, data embedding is used to embed
extra scenes and multilingual tracks in a given version of
the movie that is broadcast [84]. In a sense, data embedding
then provides some of the capability of digital video disc
(DVD) in a broadcast environment with no extra bandwidth
or storage requirements.

Most data-embedding algorithms can extract the hidden
data from the host signal with no reference to the original
signal. In some scenarios, an original is available to the
detection algorithm. Typically, data-embedding algorithms
that use the original signal during detection are robust to
a larger assortment of distortions. The detection algorithm
may “subtract off” the original signal from the received
signal prior to data detection. Registration may also be
used by receivers to compare the received signal with the
original to correct scaling, rotation, and other distortions
prior to data detection. Some data-embedding algorithms
require access to the original data to derive parameters, e.g.,
hash values, that are required during detection. As different
data-embedding applications have different requirements,
we distinguish between these cases in this review.

Note also that most data-embedding algorithms assume
that it is desirable to have secure data-embedding and
extraction procedures. Specifically, a secret key typically
determines how the data are embedded in the host sig-
nal. A user needs to know that key to extract the data.
Knowledge of that key and the embedding algorithm would
also allow the user to overwrite or erase the embedded
information. In some applications, e.g., copy control in
DVD or fraud detection by a recipient of the signal, it
is desirable to give all users access to the embedded data
without enabling them to change or remove that data. This
problem has been addressed in cryptography. However,
the solutions developed in cryptography cannot be applied
directly in the watermarking or data-hiding context. In
fact, to date, no satisfactory solution to that problem has
been proposed within the data-embedding or watermarking
literature. Some pioneering work in that area is described
in [33].

The goal of this paper is to present an overview of
the challenges and issues that need to be addressed by
successful watermarking and data-embedding techniques
and the current state of the art. Data-embedding and water-

marking research builds on ideas and concepts developed
in cryptography, communications theory, algorithm design,
and signal processing. The data-embedding problem is
inherently more difficult than any of the problems that
have traditionally been addressed in these fields. All data-
embedding algorithms combine and extend in a sense many
of the solutions developed in these areas. Most of the
published work on data embedding that has appeared in
technical journals and conferences focuses on image and
video data. On the other hand, most of the published
work on audio data embedding has appeared in the patent
literature. The coverage of this review in the audio, image,
and video areas is basically proportional to the existing
journal and conference literature in these three fields.

In the next section, a brief historical overview of the field
is given. In particular, we relate some of the techniques that
have been proposed recently in the areas of data embedding
and watermarking to older steganographical techniques.
In Section III, the basic requirements of data embedding
and watermarking are addressed. We discuss the different
security and robustness requirements of data-embedding ap-
plications. We also review the deadlock problem that arises
in ownership identification and describe two solutions. Data
embedding and watermarking in digital media are possible
because of the limitations of the human auditory and visual
systems. We review some properties of human auditory and
visual perception in Section IV. Following this review, we
describe the principles that underlie current data-embedding
approaches. We provide examples to illustrate the capabil-
ity of today’s technology. Sections V–VII present image,
audio, and video data-embedding techniques, respectively.
We conclude the paper with a brief overview of visible
watermarking approaches.

II. HISTORY

Data-embedding and watermarking techniques are par-
ticular embodiments of steganography (from the Greek
words or steganofor “covered” andgraphos, “to
write”). In contrast to cryptography, which focuses on ren-
dering messages unintelligible to any unauthorized persons
who might intercept them, the heart of steganography lies
in devising astute and undetectable methods of concealing
the messages themselves.

Marking of documents may have evolved alongside hu-
man writing during the dawn of Western civilization. Since
knowledge of writing was often restricted to a privileged
and powerful class, the need to conceal messages from
traitors and enemies within these circles appears to have
been a serious concern. In a historical text on coding
[43], Kahn traces the roots of secret writing back 4000
years to the banks of the Nile, where hieroglyphic symbol
substitutions were used to inscribe information in the tomb
of a nobleman, Khnumhotep II. The intent of the substitu-
tions is ambiguous. The earliest allusion to secret writing
in the West with concrete evidence of intent appears in
Homer’s Iliad [35]. Steganographic methods per se made
their recorded debut a few centuries later in several tales
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by Herodotus [34], although the termsteganographydoes
not come into use until many centuries later, in the 1500’s,
after the appearance of Trithemius’ book on the subject,
Steganographia. Ancient references to secret writing and
steganography also appear in Asia. Indian literature is
replete with references as well as explicit formulas for
secret writing. Kautilya’sArtha-śāstra which dates back to
321–300B.C., the Lalita-Vistara, and V̄ats̄ayana’sKāma-
sūtra are a few of the more famous examples. In fact,
the study of many different types or cryptography, not just
steganography, flourished in ancient India. In ancient China,
military and diplomatic rulers wrote important messages on
thin sheets of silk or paper. For secure transport, the sheets
were rolled into balls, covered with wax, and swallowed
by or placed in the rectum of messengers. Less sensitive,
routine messages were usually memorized, then transmitted
orally by a messenger.

It is interesting to note that many of the steganographical
techniques that had been devised in the past have recently
reappeared in the data-embedding and watermarking liter-
ature. For example, a class of steganographic techniques
relies on using semagrams (semafor “sign” and gramma
for “something written or drawn”), i.e., very slight physical
differences in appearance such as special fonts, punctuation
marks, or very fine dots. A well-known semagram approach
consists of marking text using barely visible pin pricks,
small dots, and dashes. The technique was suggested by
Aenas the Tactician and used during the Renaissance and
up through the twentieth century. (A modern adaptation
of the technique is used in WitnesSoft by Aliroo,1 which
marks electronic documents during printout with barely
visible dots, which can only be picked up by high-resolution
scanners.) Embedding of messages by lowering specified
letters and varying spacing between words appears time
and again throughout history. Recently, the technique has
been revisited in a digital context by scientists who are
investigating digital watermarking of text files [6], [49],
[56], [93], [98]. Examples of nontextual semagrams are
equally replete. Spies have embedded messages in Morse
code in drawings, e.g., landscapes with short and tall leaves
of grass representing dots and dashes. Graphs have been
disguised in mazes in a puzzle book, as have images in
autostereograms. A modern extension of these techniques
is the embedding of marks, such as “VOID,” in an image or
document that appear only when photocopied [58]. An early
example of copyright or authorship information in musical
scores was practiced by Bach. Bach embedded his name
in many of his pieces (e.g., his organ choraleVor deinem
Thron) using null cipher coding by spelling outB-A-C-H
in notes (where B-flat representsB, and B representsH)
or by counting the number of occurrences of a note (one
occurrence forA, two for B, three forC, and eight forH).

III. REQUIREMENTS

As mentioned in the introduction, data embedding can
be used in many different applications. Obviously, differ-

1See http://www.aliroo.com.

ent applications will have different requirements. There-
fore, there is no unique set of requirements that all data-
embedding techniques must satisfy. Nevertheless, certain
requirements must be satisfied in several application areas.
In this section, we shall review some of these requirements
and indicate when they are important.

A. Perceptual Transparency

The focus of this paper is on perceptually undetectable or
transparent data-embedding and watermarking techniques.
In many applications, such as copyright and usage tracking,
embedding metadata or additional information, the algo-
rithms must embed data without affecting the perceptual
quality of the underlying host signal. In some applica-
tions, such as low-quality browsing of signals prior to
purchasing, perceptually detectable watermarks have been
used. We shall have more to say about such watermarks in
Section VIII.

A data-embedding procedure is truly imperceptible if
humans cannot differentiate between the original host signal
and a host signal with inserted data. Typically, blind tests
are used to assess the perceptual transparency of data-
embedding procedures. In such tests, subjects are presented
randomly with signals with and without embedded data
and asked to determine which signal has a perceptually
higher quality. A probability of selecting the signal with no
embedded data that is roughly equal to 50% is indicative
of perceptual transparency. Note that the blind tests must
assess also the effect of several of the typical modifications
that the signal may undergo. For example, digital pictures
typically undergo a sharpening or high-pass filtering opera-
tions. Data embedding should not produce artifacts that are
perceptually dissimilar from those that may be seen in an
untampered image.

B. Recovery of Data with or Without
Access to Original Signal

In some applications, such as copy tracking and copyright
protection, the data-extraction algorithms may use the orig-
inal signal to decode the embedded data. However, in most
applications, data-embedding algorithms do not have access
to the original audio, image, or video signal while extracting
the embedded signal. This inability to access the original
signal limits the amount of data that can be embedded in
a given host signal. It also renders data extraction more
difficult.

Specifically, the embedded data may be considered as
information transmitted on a communication channel and
corrupted by strong interference and channel effects. The
strong interference consists of the host signal. Channel
effects correspond to postprocessing operations. Most data-
extraction procedures are inherently projection techniques
on a given direction. Ideally, a larger projection value
will indicate the presence of one type of data, e.g., a
binary symbol or a watermark that represents an author.
A segment of the host signal that is highly correlated with
the projection direction will provide a false detection. Fur-
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thermore, it may be impossible to modify that segment to
reduce its correlation with the projection direction without
affecting the perceptual quality of the host signal. Hence,
the algorithm may be unable to embed useful data into that
segment.

Note that the projection direction cannot be easily
changed since the decoder does not have access to the
original host signal. Any change in that direction must be
accomplished through an algorithm that uses the received
modified host signal. Note also that the probability of
getting a high correlation between an arbitrary segment of
the host signal and the projection direction decreases as
the size of the segment increases. However, as that size
increases, the amount of data that can be embedded in the
host signal decreases.

Postprocessing effects can complicate the detection
process. For example, synchronization problems may
arise as a consequence of temporal and spatial rescaling,
cropping, resampling, rotation, etc. Many modifications
lead to new signals, which have a different number of
samples than the original signal with embedded data.
To extract the embedded information, the extraction
algorithm must adapt to the new signal with fewer samples
automatically or access the original to register the signal.
Note, however, that loss of synchronization does not imply
that the embedded data have been erased. If complexity is
not an issue, the data can still be recovered.

C. Bit Rate of Data-Embedding Algorithm

Some applications of data embedding, e.g., insertion of
a serial number or author identification or fraud detection,
require that relatively small amounts of information be in-
corporated repeatedly in the signal. On the other hand, many
envisioned applications of data embedding, e.g., embedding
a smaller image into a larger image or embedding multiple
speech signals into a video, require a lot of bandwidth.
In these cases, the algorithms must be able to embed an
amount of data that is a significant fraction of the amount
of data in the host signal. As mentioned above, the ability to
embed large quantities of data in a host signal will depend
critically on how the embedding algorithm can adapt its
insertion strategy to the underlying host signal.

D. Robustness

Some data-embedding applications may take place in
an error-free or lossless environment. For example, the
embedded data may provide digital object identifiers for
use in clean signals residing in a controlled data base. In
these situations, robustness to signal degradations is not
important. In many cases, however, lossy signal-processing
operations may be present in the system. For example, in
most applications involving storage or transmission of an
image, a lossy coding operation is performed on the image
to reduce bit rates and increase efficiency. Digital data
are readily modified and manipulated using computers and
widely available software packages, e.g., Adobe Photoshop
or Premiere. Operations that damage the host signal also

damage the embedded data. Furthermore, third parties may
attempt to modify the host signal to thwart detection of the
embedded data.

Designers of robust data-embedding procedures have
focused on several types of malicious or incidental host
signal modifications. These modifications include:

• additive Gaussian or non-Gaussian noise;

• linear filtering, e.g., low-pass and high-pass filtering;

• nonlinear filtering, e.g., median filtering;

• compression, e.g., Joint Photographic Experts Group
(JPEG), Moving Picture Experts Group (MPEG),
wavelet;

• local exchange of samples, e.g., permutations;

• quantization of sample values;

• rotation;

• spatial or temporal scaling;

• removal or insertion of samples, pixels, or video
frames;

• temporal averaging, e.g., averaging of successive video
frames;

• swapping of data, e.g., swapping of successive video
frames;

• averaging multiple watermarked copies of a signal;

• digital–analog (D/A) and analog–digital (A/D) conver-
sions, e.g., printing and scanning or tape recording and
redigitization.

Note that software to test robustness and remove data
embedded from images is widely available on the Internet.
In particular, the UnZign2 and StirMark [45] programs have
shown remarkable success in removing data embedded by
commercially available programs. The algorithms generally
apply minor geometric distortions, e.g., slight stretching,
shearing, shifting, and/or rotations, to the image and then
resample the image using bilinear interpolation. The result-
ing image looks perceptually similar to the original signal
with embedded data.

E. Security

In many applications, the embedding procedure must be
secure in that an unauthorized user must not be able to
detect the presence of embedded data, let alone remove
the embedded data. Security requirements vary with ap-
plication. The most stringent requirements arise in covert
communication scenarios. The security of data-embedding
procedures is interpreted in the same way as the security of
encryption techniques. A secure data-embedding procedure
cannot be broken unless the unauthorized user has access to
a secret key that controls the insertion of the data in the host
signal. Hence, a data-embedding scheme is truly secure if
knowing the exact algorithm for embedding the data does
not help an unauthorized party to detect the presence of
embedded data. An unauthorized user should also be unable
to extract the data in a reasonable amount of time even if

2See http://altern.org/watermark.
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he knows that the host signal contains data and is familiar
with the exact algorithm for embedding the data. Note that
in some applications, e.g., covert communications, the data
may also be encrypted prior to insertion in a host signal.

F. Copyright Protection and Ownership Deadlock

Data-embedding algorithms may be used to establish
ownership and distribution of data. In fact, this is the
application of data embedding or watermarking that has
received most attention in the literature. Unfortunately,
most current watermarking schemes are unable to resolve
rightful ownership of digital data when multiple own-
ership claims are made, i.e., when a deadlock problem
arises. The inability of many data-embedding algorithms to
deal with deadlock, first described by Craveret al. [15],
is independent of how the watermark is inserted in the
multimedia data or how robust it is to various types of
modifications.

Today, no scheme can unambiguously determine own-
ership of a given multimedia signal if it does not use an
original or other copy in the detection process to at least
construct the watermark to be detected. A pirate can simply
add his watermark to the watermarked data or counterfeit
a watermark that correlates well or is detected in the
contested signal. Current data-embedding schemes used as
copyright-protection algorithms are unable to establish who
watermarked the data first. Furthermore, none of the current
data-embedding schemes has been proven to be immune to
counterfeiting watermarks that will correlate well with a
given signal as long as the watermark is not restricted to
depend partially in a noninvertible manner on the signal.

If the detection scheme can make use of the original
to construct the watermark, then it may be possible to
establish unambiguous ownership of the data regardless of
whether the detection scheme subtracts the original from the
signal under consideration prior to watermark detection or
not. Specifically, [16] derives a set of sufficient conditions
that watermarks and watermarking schemes must satisfy to
provide unambiguous proof of ownership. For example, one
can use watermarks derived from pseudorandom sequences
that depend on the signal and the author. Reference [16]
establishes that this will work forall watermarking proce-
dures regardless of whether they subtract the original from
the signal under consideration prior to watermark detection
or not. Reference [85] independently derived a similar result
for a restricted class of watermarking techniques that rely
on subtracting a signal derived from the original from the
signal under consideration prior to watermark detection.
The signal-dependent key also helps to thwart the “mix-
and-match” attack described in [16].

An author can construct a watermark that depends on the
signal and the author and provides unambiguous proof of
ownership as follows. The author has two random keys
and (i.e., seeds) from which a pseudorandom sequence
can be generated using a suitable pseudorandom sequence
generator [76]. Popular generators include RSA, Rabin,
Blum/Micali, and Blum/Blum/Shub [25]. With the two

proper keys, the watermark may be extracted. Without the
two keys, the data hidden in the signal are statistically
undetectable and impossible to recover. Note that classical
maximal length pseudonoise sequences (i.e.,-sequence)
generated by linear feedback shift registers arenot used
to generate a watermark. Sequences generated by shift
registers are cryptographically insecure: one can solve for
the feedback pattern (i.e., the keys) given a small number
of output bits .

The noise-like sequence may be used to derive the
actual watermark hidden into the signal or to control the
operation of the watermarking algorithm, e.g., to determine
the location of pixels that may be modified. The key
is author dependent. The key is signal dependent. The
key is the secret key assigned to (or chosen by) the
author. The key is computed from the signalthat the
author wishes to watermark. It is computed from the signal
using a one-way hash function. For example, the tolerable
error levels supplied by masking models (see Section IV)
are hashed in [85] to a key . Any one of a number of
well-known secure one-way hash functions may be used to
compute , including RSA, MD4 [77], and SHA [60]. For
example, the Blum/Blum/Shub pseudorandom generator
uses the one-way function , where

for primes and so that . It can
be shown that generating or from partial knowledge
of is computationally infeasiblefor the Blum/Blum/Shub
generator.

The signal-dependent key makes counterfeiting very
difficult. The pirate can only provide key to the arbitra-
tor. Key is automatically computed by the watermarking
algorithm from the original signal. As it is computationally
infeasible to invert the one-way hash function, the pirate
is unable to fabricate a counterfeit original that generates a
desired or predetermined watermark.

Deadlock may also be resolved using the dual water-
marking scheme of [85]. That scheme employs apair
of watermarks. One watermarking procedure requires the
original data set for watermark detection. The second wa-
termarking procedure doesnot require the original data set.
A data-embedding technique that satisfies the restrictions
outlined in [16] can be used to insert the second watermark.

The above discussion clearly highlights the limitation
of watermarking as an unambiguous mean of establish-
ing ownership. Future clever attacks may show that the
schemes described in [16] or [85] are still vulnerable
to deadlock. Furthermore, all parties would need to use
watermarking techniques that have been proven or certified
to be immune to deadlock to establish ownership of media.
Note also that contentions of ownership can occur in too
many different forms. Copyright protection will probably
not be resolved exclusively by one group or even the
entire technical community since it involves too many
legal issues, including the very definition of similarity and
derived works. Many multidisciplinary efforts are currently
investigating standards and rules for national and interna-
tional copyright protection and enforcement in the digital
age.
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Fig. 1. Diagram of a data-embedding algorithm. The information
is embedded into the signal using the embedding algorithm and
a key. The dashed lines indicate that the algorithm may directly
exploit perceptual analysis to embed information.

IV. SIGNAL INSERTION: THE ROLE OF MASKING

The first problem that all data-embedding and watermark-
ing schemes need to address is that of inserting data in the
digital signal without deteriorating its perceptual quality.
Of course, we must be able to retrieve the data from the
edited host signal, i.e., the insertion method must also
be invertible. Since the data-insertion and data-recovery
procedures are intimately related, the insertion scheme must
take into account the requirement of the data-embedding
application. In many applications, we will need to be able
to retrieve the data even when the host signal has undergone
modifications, such as compression, editing, or translation
between formats, including A/D and D/A conversions.

Data insertion is possible because the digital medium
is ultimately consumed by a human. The human hearing
and visual systems are imperfect detectors. Audio and
visual signals must have a minimum intensity or contrast
level before they can be detected by a human. These
minimum levels depend on the spatial, temporal, and fre-
quency characteristics of the human auditory and visual
systems. Further, the human hearing and visual systems are
characterized by an important phenomenon called masking.
Masking refers to the fact that a component in a given audio
or visual signal may become imperceptible in the presence
of another signal called the masker. Most signal-coding
techniques (e.g., [41]) exploit the characteristics of the
human auditory and visual systems directly or indirectly.
Likewise, all data-embedding techniques exploit the charac-
teristics of the human auditory and visual systems implicitly
or explicitly (see Fig. 1). In fact, embedding data would not
be possible without the limitations of the human visual and
auditory systems. For example, it is not possible to modify
a binary stream that represents programs or numbers that
will be interpreted by a computer. The modification would
directly and adversely affect the output of the computer.

A. The Human Auditory System (HAS)

Audio masking is the effect by which a faint but audible
sound becomes inaudible in the presence of another louder
audible sound, i.e., the masker [42]. The masking effect
depends on the spectral and temporal characteristics of both
the masked signal and the masker.

Frequency masking refers to masking between frequency
components in the audio signal. If two signals that occur
simultaneously are close together in frequency, the stronger
masking signal may make the weaker signal inaudible. The

masking threshold of a masker depends on the frequency,
sound pressure level, and tone-like or noise-like character-
istics of both the masker and the masked signal [61]. It is
easier for a broad-band noise to mask a tonal signal than for
a tonal signal to mask out a broad-band noise. Moreover,
higher frequency signals are more easily masked.

The human ear acts as a frequency analyzer and can
detect sounds with frequencies that vary from 10 to 20 000
Hz. The HAS can be modeled by a set of bandpass filters
with bandwidths that increase with increasing frequency.
The bands are known as the critical bands. The critical
bands are defined around a center frequency in which the
noise bandwidth is increased until there is a just noticeable
difference in the tone at the center frequency. Thus, if a
faint tone lies in the critical band of a louder tone, the faint
tone will not be perceptible.

Frequency-masking models are readily obtained from the
current generation of high-quality audio codecs, e.g., the
masking model defined in the International Standards Or-
ganization (ISO)-MPEG Audio Psychoacoustic Model 1 for
Layer I [40]. The Layer I masking method is summarized
as follows for a 32-kHz sampling rate. The MPEG model
also supports sampling rates of 44.1 and 48 kHz.

The frequency mask is computed on localized segments
(or windows) of the audio signal. The first step consists of
computing the power spectrum of a short window (512 or
1024 samples) of the audio signal. Tonal (sinusoidal) and
nontonal (noisy) components in the spectrum are identified
because their masking models are different. A tonal compo-
nent is a local maximum of the spectrum. The auditory sys-
tem behaves as a bank of bandpass filters, with continuously
overlapping center frequencies. These “auditory filters” can
be approximated by rectangular filters with critical band-
width increasing with frequency. In this model, the audible
band is therefore divided into 24 nonregular critical bands.

Next, components below the absolute hearing threshold
and tonal components separated by less than 0.5 Barks
are removed. The final step consists of computing indi-
vidual and global masking thresholds. The frequency axis
is discretized according to hearing sensitivity and express
frequencies in Barks. Note that hearing sensitivity is higher
at low frequencies. The resulting masking curves are almost
linear and depend on a masking index different for tonal and
nontonal components. They are characterized by different
lower and upper slopes depending on the distance between
the masked and the masking component. We useto
denote the set of frequencies present in the test signal. The
global masking threshold for each frequencytakes into
account the absolute hearing thresholdand the masking
curves of the tonal components and nontonal
components

(1)
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Fig. 2. Example of frequency masking in an audio signal. The original spectrum of the signal,
along with the corresponding masking threshold, is shown in the plot.

The masking threshold is then the minimum of the local
masking threshold and the absolute hearing threshold in
each of the 32 equal-width subbands of the spectrum. Any
signal that falls below the masking threshold is inaudible.
An example plot of an original spectrum, along with the
masking threshold, is shown in Fig. 2.

Temporal masking refers to both pre- and post-masking.
Pre-masking effects render weaker signals inaudible before
the stronger masker is turned on, and post-masking effects
render weaker signals inaudible after the stronger masker is
turned off. Pre-masking occurs 5–20 ms before the masker
is turned on while post-masking occurs from 50–200 ms
after the masker is turned off [61]. Note that temporal and
frequency masking effects have dual localization properties.
Specifically, frequency-masking effects are localized in
the frequency domain, while temporal-masking effects are
localized in the time domain.

Temporal-masking effects may be estimated using the
envelope of the host audio. The envelope is modeled as a
decaying exponential. In particular, the estimated envelope

of signal increases with and decays as .
A 32-kHz audio signal, along with its estimated envelope,
is shown in Fig. 3.

B. The Human Visual System (HVS)

Visual masking, which works in a fashion similar to audio
masking, refers to a situation where a signal raises the
visual threshold for other signals around it. As in audio,
a spatial sinusoidal pattern will lower the detectability of
other sinusoidal patterns whose frequencies are close to
that of the sinusoidal pattern [48]. This is referred to as

frequency masking. Similarly, spatial patterns can affect the
visibility of other features that are spatially close to them.
For example, luminance edges and fine details reduce the
visibility of other signals around them.

In our work, we have used a model for frequency masking
that is directly based on measurements of the amounts by
which the visual threshold for signal gratings around a
masking frequency are raised due to a masking grating at
that frequency [48]. In particular, a model we use [99],
based on the discrete cosine transform (DCT), expresses
the contrast threshold at frequencyas a function of , the
masking frequency , and the masking contrast

(2)

where is the detection threshold at frequency. The
weighting function centered about is
shown in Fig. 4.

To find the contrast threshold at a frequency in
an image, we first use the DCT to transform the image
into the frequency domain and find the contrast at each
frequency. Then, we use a summation rule of the form

. If the contrast error at is
less than , the model predicts that the error is invisible
to human eyes.

A spatial masking model based on the threshold vision
model is proposed by Girod [22]. The model accurately
predicts the masking effects near edges and in uniform
background. Assuming that the modifications to the image
are small, the upper channel of Girod’s model can be
linearized [99] to obtain the tolerable error level for each
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Fig. 3. Example of temporal masking in an audio signal. The original signal and the estimated
envelope are plotted in the temporal domain.

Fig. 4. Normalized image frequency-masking function.

coefficient. This is a reasonable assumption for transparent
watermarking.

Under certain simplifying assumptions, the tolerable error
level for a pixel can be obtained by first computing
the contrast saturation at

(3)

where the weight is a Gaussian centered at
the point and is a visual test-based threshold. Once

is computed, the luminance on the retina is
obtained from

(4)

From , the tolerable error level for the pixel
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is computed from

(5)

The weights and are based on Girod’s
model. The masking model predicts that changes to pixel

less than introduce no perceptible distor-
tion.

V. IMAGE DATA-EMBEDDING APPROACHES

We begin with a review of image data-embedding tech-
niques since they are the most common in the literature.
Audio and video data-embedding algorithms are reviewed
in the following sections. The data-embedding algorithms
are classified into those thatimplicitly use masking and
those thatexplicitly employ masking to embed the data. As
described in Section IV, all data-embedding algorithms im-
plicitly employ limitations of the HAS and HVS to embed
data. However, some use advanced perceptual models to
determine the best way to embed data.

A. Image Data Embedding Implicitly Based on Masking

One of the simplest methods for inserting data into digital
signals in noise-free environments is least significant bit
(LSB) coding. The coding process begins with all of the
LSB’s of the host image set to zero (or all to one); zeroes
and ones are then used to embed information in the LSB
plane, e.g., a pattern or image in which “0” represents black
and “1” represents white, or words coded in binary form. An
analogous procedure can be used for color images, which
are represented by three matrices for the intensities of the
colors (e.g., red, green, and blue) in the image. LSB coding
introduces noise of at most one unit, which, in practice, is
imperceptible, so long as the host signal is not extremely
low or weak.

LSB coding can be used to tag office memos onto digital
data. For example, it has been used for the placement of
markers to detect enlargements or reductions of an image
that may have taken place during photo editing and to
recover the associated dilation factor. Transparent cross
marks are embedded in the LSB plane at fixed intervals in
both the horizontal and vertical directions prior to editing.
Changes in the dimensions made during editing can be
detected and quantitatively measured by comparing the
distances between the cross marks before and after the edit
[27]. If cropping of an image is also expected, horizontal
and vertical line numbers can be embedded at fixed intervals
in the LSB plane to keep track of the pixel indexes from
which a crop is made. The pixel index information will
remain with the cropped image and can be recovered
without a copy of the original, full-size image.

LSB coding has been practiced for decades; however,
proposed use of the method for intellectual property-rights
management is relatively new. The concept of a digital
signature for authentication of electronic messages was in-
troduced by Diffie and Hellman [19] and has since become
a major area of research. More than a decade later, Matsui
and Tanaka introduced the notion of video steganography

Table 1 Example of Cipher Key Table

in a series of conference papers that are surveyed in [54]
and [55]. Embedding methods are proposed for grayscale,
dithered binary, facsimile, and color still images and video.

The first embedding scheme is for digitized grayscale
image data, which consists of a set of integers between
0 and 255, representing the gray levels of an image at
sampled points. The digitized image data is
converted to a sequence in which the first element isand
subsequent elements are the differences between successive
points, i.e., . Next, the person(s) embedding
and extracting the message agree on the use of a particular
cipher key table, which assigns a value, either zero or
one, to each (see Table 1). To embed a binary sequence

or , look up the value of
corresponding to in the table. If , then keep
as is. If , go to the nearest such that and
substitute in place of . The error introduced into the
image data during theth step is error , which
is usually on the same order as noise, i.e., negligible. The
hidden message can be retrieved by looking up the value
for corresponding to .

In a second scheme, which uses ordered dithering, an
image is divided into 4-by-4 pixel blocks and brightness
thresholds ; for each of the 16 pixels
in the block are assigned from top to bottom, left to right.
Next, define sets

(6)

Let be a pair of output signals that pass through
. Then is either , , , or

, where 0 indicates that the pixel will be turned “off”
and 1 indicates “on.” Only the pairs or will
be used to embed a sequence of bits

or . To embed , set .
To embed , set . To decode,
disregard the and outputs and simply reverse
the procedure described above.

Facsimile document signals serve as the host medium for
a third message-embedding scheme. Documents are dig-
itized following the international standard facsimile scan-
ning rate of 8.23 pixels/mm in the horizontal direction [12].3

The scanned data indicate whether a pixel is black or white,
the two options. The message-embedding scheme is based
on the fact that the data will be compressed usingrun-length
coding(RLC) and modifiedHuffmancoding schemes. RLC
reduces data by replacing repeated characters with three
characters: aflag character to signal that compression fol-
lows, the repeated character, and the number of repetitions.
A binary message or is
embedded by shortening or lengthening runs by one pixel at
the boundaries of the runs. In a simple illustrative example,

3See http://www.infomedia.net/scan/.
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runs are set to be even number length when (by
leaving it as is if it is already of even length and lengthening
it by one if it is odd) and to an odd length when
(by leaving it as is if it is already of odd length and by
shortening it by one if it is even). Runs used for coding
must have a length greater than two.

Van Schydelet al. [90] also propose LSB coding meth-
ods that rely on -sequences for transparently embedding
messages with greater security than straightforward LSB
coding. A binary sequence is mapped from to

. In one method, the message is embedded in the
LSB plane using -sequences. The second is based on LSB
addition. Some disadvantages of the method are: hostile
parties will know that all pixels are changed by either1;
knowledge of a string of repeating consecutive bits enables
the recovery of the data; and embedding is performed
without regard to the DCT coefficients, so there is no
guarantee of robustness with respect to JPEG.

Wolfgang and Delp [96], [97] extend van Schyndelet
al.’s work to two dimensions. Localization, i.e., detection
of the presence of the data, is improved under the new
scheme. Localization relies on use of the cross-correlation
function of two images and , defined as

(7)

Let be the original image, the watermark, the
watermarked image, and a possible forgery. The test
statistic defined as

(8)

can often detect whether or not is a forgery. If and
are identical, then . In one implementation of

their method, Wolfgang and Delp embed data consisting of
changes by . In another, the changes are bipolar, i.e.,

. The bipolar data are easier to detect using the test
statistic . Both types of marking are robust with respect
to the test statistic under JPEG compression. Information
regarding the preservation of the data is not given.

LSB coding can and should be used in contexts that do
not require more sophisticated approaches; however, it is
not robust enough for general distribution because binary
sequences are embedded in a manner that requires perfect
preservation of the signal for successful extraction of the
hidden message; noisy transmission, filtering, cropping,
color space conversion, or resampling would destroy the
message. A more serious concern with LSB coding is the
possibility of extraction of a binary message by hostile
parties.

To alert the user to contamination or tampering of LSB-
coded data, Walton [95] suggests using check sums [78].
To circumvent interception of an embedded message by
hostile parties, Walton [95] and Matsui and Tanaka [55]
recommend controlling the embedding locations through
the use of keys, e.g., the use of a pseudorandom number
generator to determine a pseudorandom walk on the image
pixel plane [44], [53]. After a user-specified number of
steps, say, , a check digit for the pixel values at the

preceding positions is embedded in the st pixel along
the random walk. This procedure is repeated many times.
Users should double-check that the path of the random
walk does not cross over itself during the embedding of the
check sums since it could lead to false alarms of tampering.
If the possible discovery of the pseudorandom sequence-
generation mechanism by a hostile party is a consideration,
variations that disguise the locations of the check sums can
be developed to prevent tampering with the check sums
themselves.

For color images, the basic check-sum scheme can be
applied, straightforwardly, three times to the three color
planes. More interesting variations that take advantage of
the three dimensions from the three color planes can be
developed. The basis set for representing the images, for
example, can be changed from red-green-blue (RGB) to
hue-lightness-saturation; the check sum is then calculated
in the new coordinate system, and the check-sum digit
is encoded in the original coordinate system. (For further
details on standard bases for color-image representation
and conversion factors, see [79].) Matsui and Tanaka’s
embedding methods, with and without check sums, are
not robust with respect to cropping. In concluding our
discussion on LSB coding, we remark that steganographic
freeware for image marking is widely available over the
Internet.

In Ohnishi and Matsui’s Haar wavelet transform-based
method, messages are embedded by adding or subtracting
one from the transform coefficients of the image [64]. Like
LSB coding, the technique is very fragile with respect to
simple tampering, e.g., cropping.

Sanford et al. developed software (BMPEMBED, ver.
1.51 in the C programming language) for embedding data
information into and extracting the information from color
images in bitmap format [80]. The principles of the method
are outlined in the algorithm for grayscale images. Embed-
ding consists of two main steps. First, an image is analyzed
to identify pairs of elements (i.e., pixel values) and ,
which are within a “noise range”

(9)

and such that and , the frequency of occurrence
of and , are fairly large and within a tolerance

(10)

Binary information will be embedded by using the value
to represent a zero and to represent a one (or vice versa).
The main principles used in marking grayscale images are
extended to mark color images. Identification of pairs of
pixels within acceptable noise ranges is a more compli-
cated process for color-image data. Embedding in JPEG
and wavelet transform compressed images is accomplished
through the use of the same technique in the DCT and
wavelet transform domains. In the experiments described
in the report, robustness with respect to (further) JPEG
compression and restoration is not considered or tested.
This embedding method suffers from other drawbacks, e.g.,
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fragility with respect to cropping and multiple embeddings
and (depending on the image) limited available space for
embedding. Since a fairly substantial amount of work is
required to analyze images to determine suitable embedding
locations, real-time image retrieval may only be possible
if the locations are determined ahead of time; use of
predetermined, fixed embedding locations for a given image
increases the ease in tampering and extraction of embedded
information by hostile parties.

Benderet al. proposetexture block coding,in which a
block from a region with a random texture is copied and
placed in a region with similar texture [2]. Extraction of the
hidden block is easy. Slides of the original image and its
opposite (in which each pixel is replaced by )
are overlayed. As one slide is moved across the other, a
solid black region will appear when the embedded block
and the original region, from which it was taken, overlap.
The method cannot be applied to all images and is not
amenable to automatic embedding since images must be
examined one by one by a human to determine whether
suitable textured regions exist. The method is not robust to
cropping. Although regular, two-dimensional shapes (e.g.,
solid circles, rectangles) can be readily embedded, the
technique is not well suited for handling intricate designs
and textual information. Furthermore, texture block coding
is easy to detect since anyone can make slides of the original
image and its opposite and extract the embedded block or
region.

The same scientists also proposedpatchwork,a statistical
approach, in which a subset of the pixels in an image is
divided into two distinct sets. The brightness of one set
of pixels is shifted by a positive number, and those from
the other set are shifted by the corresponding negative
number [2]. Only a limited amount of information can be
embedded in an image using this approach, even if the
image is divided into several regions and a different number
is embedded into each (i.e., one number per region). The
inventors provide data that the recovery rate is 85% after
JPEG compression, with quality parameter 75%, which
would likely not stand up as credible evidence beyond a
reasonable doubt in a court of law.

Pitas and Kaskalis use shifting in an approach that allows
slightly more information to be embedded [69], [70]. A
binary signature that consists of equal numbers of “zeros”
and “ones” is embedded in an image by assigning pixels
into one of two sets. The intensity levels of the pixels in one
of the sets are altered. The intensity levels are not changed
in the pixels in the other set. The method is limited to
signature embedding and cannot be used for embedding
text messages. According to the inventors, the degree of
certainty can be as low as 84% and as high as 92%, which
would likely not stand up as evidence in a court of law
for copyright protection. In [94], toral automorphisms are
used to chaotically mix binary logos or signatures, which
are added to a secret region in the image.

In a similar method by Dautzenberg and Boland, images
are partitioned into blocks, and the mean is shifted by
one or zero to embed binary code [17]. The code does

not necessarily have to consist of equal numbers of zeros
and ones. The authors claim robustness to lossy image
compression, photocopying, color scanning, and dithering.
The method suffers from at least two major drawbacks. The
amount of information that can be embedded depends on
the number of blocks in the image. The method cannot
be used to mark images that will be widely distributed
using different marks for each intended recipient because
comparison of large numbers of differently marked images
will allow hostile parties to recover the original image.

Bruyndonckxet al. also use a block partitioning based
method but use the change in the mean values of the
luminance in blocks for embedding [9]. After an image is
divided into blocks, the embedding order and locations can
be found using a key. The blocks are classified into one
of three types of luminance: hard, progressive, and noise
contrast. The pixels are then assigned to zones, which add
an extra level of security for embedding. Two categories
and are created in each zone. Each pixel is assigned
to a category based on its block and zone assignment.
Embedding of a bit in a block is carried out by changing
the differences in the mean in the luminance values of pixels
in categories and and zones 1 and 2

if

if

where , , , and are the mean values
after embedding and is the embedding level. To render
the embedding as transparent as possible, the inventors
require that the mean value in each zone be left unchanged.
This requirement uniquely determines the values of ,

, , and after embedding. To summarize, six
parameters are used to embed information: the embedding
level , the categories grid size, the block size, the number
of bits to be embedded, the location of the blocks, and the
level of redundancies (with the option of error-detection
codes if the message is short enough to allow a high
level of redundant embedding). Robustness to JPEG de-
pends strongly on the compression ratio, embedding level,
and grid sizes. Redundant embedding with error-correcting
codes is very effective in reducing the error in extracted
messages. Depending on the amount of information to
be embedded (which, in turn, determines if redundant
embedding can be accommodated), the scheme may or may
not be robust to cropping.

Langelaaret al. propose a block-based method in which
embedding is carried out in the luminance-hue-saturation
(YUV) domain [46]. The pixel values from 8 8 JPEG
blocks of an image (or multiples of them) are converted
to the YUV domain. After embedding binary information,
the blocks are converted back to the RGB domain. If an
edge-enhancement filter is applied to the luminance pixel
values, the error rate for bit extraction after JPEG filtering
is reduced significantly (from over 10% for JPEG quality
factor 90% to well under 5%). The error rate is under 5%
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for JPEG quality factor 100–60% in experiments described
in the paper by Langelaaret al.

Koch and Zhao’s data-embedding method, used in the
product SysCop, is similar to direct sequence and frequency
hopping spread-spectrum communications [20], [68], [92]
and is compatible with JPEG compression quality parameter
50% [51]. An image is partitioned into 8-by-8 blocks, and
eight coefficients in the block are used for marking. The
blocks are pseudorandomly selected to minimize detection.
Since the locations of the eight coefficients have been
published, hostile parties can use the information to corrupt
or destroy a message. Decoding by unauthorized parties is
more difficult because of the pseudorandom sequence used
for embedding. Cropping of images may lead to difficulties
in extracting messages that were pseudorandomly embed-
ded. And cropping along lines that cut through, rather than
along, the 8-by-8 JPEG blocks may lead to an image that
is not robust to JPEG compression. Langelaaret al. report
that image degradation is visible in their implementation
studies to assess Koch and Zhao’s method, and results are
shown in a paper [46]. A variation on Koch and Zhao’s
method for image authentication is presented by Schneider
and Chang [11]. The technique alters transform coefficients
to enforce a relationship between the coefficients.

Spread-spectrum embedding spreads the watermark over
a larger number of frequency ranges, the idea being that the
energy in any given frequency range will be undetectable.
The watermark can still be checked since the spreading
pattern is known. Another spread-spectrum noise technique
is described by Smith and Comiskey [82], where the
authors hide data by adding a fixed-amplitude pseudonoise
sequence to the image.

Kutter et al. use amplitude modulation and a secret key
to embed a signature in color images [52]. The signature
bits are repeatedly embedded in the blue channel to ensure
robustness. The blue channel is used because the HVS is
relatively less sensitive in this color domain. A single bit
is embedded in a pseudorandomly selected pixel
in an image by modifying the blue channel

by a fraction of the luminance , i.e.,

(11)

Here, and is a constant
that represents the strength of the signature.is selected
to optimize robustness and invisibility. The embedded
message is retrieved using prediction of the original value
of the pixel based on a linear combination of
its neighboring pixel values. More precisely, the prediction

is

(12)

where is the size of the cross-shaped neighborhood. The
embedded bit is computed to be the differenceof the
predicted and coded bit

(13)

To reduce the possibility of incorrect retrieval, the bit
is embedded many times, and the computed differences
are averaged. Extension to an-bit signature is straight-
forward. The inventors claim and discuss the extent to
which the algorithm is robust to translation, rotations, slight
blurring, JPEG attack, and composition with other images.

Puate and Jordan use fractal compression analysis to em-
bed a signature in an image [74]. In fractal analysis, similar
patterns are identified in an image. Domain blocks,
which represent patterns that appear frequently, are noted.
The intent is to identify a set of domain blocks that can
be transformed (i.e., contracted, isometrically transformed,
luminance scaled, and luminance shifted) to approximate
blocks within an image. The goal is to cover the entire
image (as much as possible) with the transformed domain
blocks. In fractal compression, the reduced information
consists of domain blocks, appropriate transformations on
the blocks, and pointers to locations where the transformed
blocks should be mapped. A binary signature, consisting of
the set of bits , is embedded in an image by varying the
regions in which pattern-matching searches are performed.
For a bit , range blocks are pseudorandomly chosen to
be somewhere in region if and in region if

. The inventors present data that show that their
method is robust with respect to JPEG compression. If the
image is blurred before JPEG compression, the results are
not as good. The binary message can be encoded to increase
protection from interception by unauthorized parties. Only
a limited amount of binary code can be embedded using this
method. Since fractal analysis is computationally expensive,
and some images do not have many large, self-similar
patterns, the technique may not be suitable for general use.

Davern and Scott also propose a fractal-based stegano-
graphic method to embed binary messages, either plain or
encrypted [18]. Fractal image analysis is used to identify
similar blocks. Then transformations are constructed so that
one similar block is transformed into an approximation for
another. These transformations enable visibly imperceptible
substitution of blocks. The set of blocks that can be used
as substitutes is divided in two. To embed a zero, substitute
blocks from the first set are used, and to embed a one,
blocks from the second set are used. Davern and Scott’s
embedding method suffers from two of the same problems
as that of Puate and Jordan. It is very slow, since fractal
analysis is computationally expensive, and only a limited
amount of information can be embedded. Additionally,
Davern and Scott’s method appears to be less robust to
JPEG compression.

O’Ruanaidhet al. [65] describe a technique where image
blocks are transformed using the DCT, Walsh transform, or
wavelet transform. The data are embedded by incrementing
a selected coefficient to encode a “1” and decrementing it
to encode a “0.” Coefficients are selected according to a
criterion based on energy content. The watermark survived
20 : 1 JPEG image compression on the standard 256256
Lena image. In a second approach [66], the authors describe
a technique to embed information in the discrete Fourier
transform phase.
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Data-embedding techniques that require the original sig-
nal during detection are now reviewed. Some early algo-
rithms for transparent marking, such as that by Coxet
al. [14], require both the original and marked images for
recovering an embedded message. The differences in the
images is encrypted code. In the algorithm of Coxet al.
[14], watermarks are embedded in the largest magnitude
DCT coefficients to provide greater robustness to com-
pression algorithms than LSB-type methods. Embedding
in the highest coefficients corresponds to placing marks
in the most perceptually significant portions of the image,
regions that will remain relatively intact when subjected to
compression. The marking algorithm consists of four steps.

• Compute the DCT and identify perceptually significant
regions of the image suitable for watermark embed-
ding.

• Construct the watermark , where
each is chosen according to , where

denotes a normal distribution with mean
and variance .

• Insert the watermark in the DCT domain of the image
by setting the frequency component in the original
image to

(14)

where is a scalar factor.

• Compute the inverse DCT of the sum from the previ-
ous step to recover a transparently marked image.

Note that , the number of DCT coefficients affected by
the watermark, indicates the extent to which the watermark
will be spread out among the components of the image.
The authors choose to be 0.1 in their experiments. A
better approach would be to set adaptively to different
values for different frequencies. A Gaussian type of wa-
termark is used for watermarking because it is much more
robust to tampering than uniform embedding, particularly
when is large. More specifically, the authors claim that

similar types of watermarks would have to be
embedded to have “any chance” of destroying the image.
The larger the , the greater the protection provided by the
watermark.

Extraction of the watermark by Coxet al. consists of
four steps.

• Compute the DCT of a (possibly) watermarked image.

• Compute the DCT of the original image.

• Compute the difference in the results from the previous
two steps to a watermark .

• Compare the extracted mark with the original
watermark .

Comparison of the marks is conducted using a similarity
measure defined by

(15)

Studies on the robustness of the watermarks by Cox
et al. show that when (i.e., 1000 perceptually

significant frequency components of the image spectrum
are altered), the watermark is reliable after JPEG encoding
(quality factor 5%), dithering, clipping, clipping with JPEG
encoding (quality factor 10%), and the combination of
printing, photocopying, subsequent rescanning, and rescal-
ing. When five watermarks were embedded in an image,
all were successfully identified. Successful identification
is also reported in averaging five separately watermarked
images. Stone has published a report in which he shows
how the strength of the technique proposed by Coxet al.
can be diminished [83] when multiple watermarked copies
are available to a pirate.

Ragusaet al. [75] devised and implemented a modifi-
cation of the algorithm by Coxet al. in which regions of
interest (ROI’s) are identified from the DCT components.
Ragusaet al. assume that for most images, ROI’s that
need to be watermarked for protection will have prominent
edges. This assumption reduces the regions that will be
marked so that only 200 or so ROI’s need to be marked,
as opposed to the 1000 recommended by Coxet al. The
primary advantage of the modified scheme is the reduced
time required for embedding and extraction and a decrease
in the likelihood of noticeable perceptual differences. The
disadvantage is that solid regions and regions without
prominent edges will not be marked.

Another algorithm that requires the original image is
that by Hsu and Wu [36]. The signature is an image of
a seal with Chinese characters. Permutations of the middle-
band coefficients of the is DCT are used for encoding.
The difference between the original and marked image
is used to retrieve the signature. Pseudorandom number
generators can be used to increase the security. They can
serve several roles, such as designating the permutation and
the embedding location. The inventors claim that the signed
images are robust to general image-enhancement techniques
and JPEG lossy compression.

In Fridrich [21], a low-frequency-based scheme similar
to that of Cox et al. is introduced. In the scheme, a
random black-and-white pattern is processed by a cellular
automaton with the voting rule through several stages and
smoothed with a low-pass kernel. The resulting pattern is
added to the image. The robustness of the technique is
reportedly slightly better than [14].

In an approach, calledtagging,by Caronni [10], images
are partitioned into blocks, and the mean values of the
brightness of pseudorandomly selected blocks are altered to
embed code. (When very high security is required, better
random position-selection mechanisms should be used.)
The inventor claims that the tags can be recovered after
JPEG compression with quality parameter 30%. And when
a modulation strength of 2% and tag size of 1616 pixels
are used, 75% of the tags from enlarged, color-printed, and
rescanned images can be recovered. In most cases, tags with
a modulation strength of 2% are imperceptible. Let
and represent the brightness of the original and
tagged images and and represent their mean. Then
the covariance between and variances , of the
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original and marked image are

(16)

where . If two images are identical,
then the correlation coefficient between the two images

. As the images become more
dissimilar from tagging, . Note that only images
of the same size can be compared using this method
of measurement. The tag is recovered by comparing the
original and marked image and the key for determining the
order and positions of the tagged blocks.

Many commercial image data-embedding algorithms are
available. Digimarc’s PictureMarc4 uses a spread-spectrum
technique. Using a 32-bit binary signature, the least signifi-
cant bit of the 32 is aligned with the first pixel of the image.
If the bit is a “1,” the first random number is added to the
first pixel; if the bit is a “0,” then it is subtracted. The same
process is applied to the second pixel using the second
bit of the signature number to choose whether to add or
subtract the second random number. This is continued until
all 32 bits have been used. The process is then repeated by
starting over at bit 0 while continuing across the image. The
algorithm is terminated when all pixels have been marked.
If the original is available during detection, it is subtracted
from the signed image, resulting in a difference signal. The
sign of each pixel in the difference image is compared
with the corresponding code pattern sign. If they match,
then the identification signal bit is a one; otherwise, it is
a zero. This process is repeated over the entire image, and
the individual bits are summed. The sum of each bit is
divided by the number of repetitions of the signature. The
result is the identification number. In the cases where there
is no original image or changes have occurred to the signed
image, small-signal detection methods are used to read the
signature.

Other commercial software include DICE’s Argent tech-
nology5 and Aliroo’s ScarLet algorithm.1

B. Image Data Embedding Explicitly Based on Masking

A technique based on spatial and frequency masking is
presented in [84]. The data embedding works by breaking
an image into small (e.g., 8 8) blocks. Each block is then
represented as a vectorin an -dimensional space (e.g.,

) and projected onto a normalized pseudorandom
(author-defined) direction weighted by the masking values
for the particular block. With normalized, the projection
of the image block onto the user-defined direction is simply
the inner product .

4See http://www.digimarc.com.
5See http://www.digital-watermark.com:80/.

Fig. 5. Original 512� 512 grayscale image.

The scalar projection value is then quantized with
respect to the masking levels of that block, creating
the value . The quantized value is perturbed by
to embed the data, i.e., . The new projection

contains the hidden data. To extract the hidden data,
each recovered block is projected onto the appropriate
pseudorandom direction, and a simple remainder operation
is applied

if
otherwise

(17)

where is the rounding operation andis the bit embed-
ded in the block. The technique easily accommodates the
insertion of multiple bits per block. Figs. 5 and 6 provide an
example of the algorithm. The image in Fig. 6 was obtained
by embedding an 8192-bit text file inside the original image
shown in Fig. 5. Note that the two images are perceptually
identical. The bit error rate for the embedded data after
different levels of JPEG coding is shown in Fig. 7. Using
error correction codes and bit repetition, the data are able
to survive low JPEG qualities. For example, one may use
15 : 1 bit repetition (reducing the effective embedded bit rate
to about 500 bits) for environments with a lot of distortion.

Several masking-based image data-embedding algorithms
that require the original during detection have been pro-
posed. Coxet al. [14] propose to set (14) adaptively
according to masking values for different frequencies.

A block-based version of [14] that employs visual models
has been developed by Podilchuk and Zeng [71]. The
algorithm employs the just noticeable difference paradigm
employed by perceptual coders. The watermarked DCT
coefficients are generated by (18), as shown at
the bottom of the next page, where refers to the
DCT coefficients at location in block of the image,

is the sequence of real valued watermark values,
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Fig. 6. Image with embedded information.

and is the computed just noticeable difference
calculated from the visual models. The detection is per-
formed in the same manner as that of Coxet al.The authors
claim that the watermark survives uniform noise, cropping,
and JPEG compression with a quality factor of 20, as well
as printing, photocopying, rescanning, and rescaling of the
image. The results were slightly better than the original
Cox et al. algorithm, indicating some of the advantages of
employing masking for data embedding. Another efficient
image data-hiding algorithm based on perceptual masking
is presented in [24].

In [88], the authors present a technique that exploits HVS
to guarantee that the embedded watermark is imperceptible
and robust. The watermark is generated by filtering a
pseudorandom sequence [owner identification (id)] with a
filter that approximates the frequency and spatial masking
characteristics of the HVS. The watermark is generated by
segmenting the image into blocks of size , e.g.,
8 8. For each block , there are the following steps.

1) Compute the DCT of the image block .

2) Compute the frequency mask of the DCT image
block .

3) Use the mask to weight the noise-like author
id for that image block, creating the shaped author
signature .

4) Create the watermark block by computing the
inverse DCT of and weighting the result with the
corresponding spatial mask .

5) Add the watermark to the block , creating
the watermarked block .

Detection of the watermark is accomplished via hypothesis
testing [91] using the similarity measure defined by (15).

To illustrate the algorithm, the technique was applied
to the original image shown in Fig. 8(a). The resulting
watermarked image is shown in Fig. 8(b), along with
the watermark shown in Fig. 8(c). The watermark has
been rescaled to gray levels for display. The watermark
values corresponding to smoother background regions are
generally smaller than watermark values near edge regions.
This is to be expected, as edge regions have more favor-
able masking characteristics. The absolute values of the
watermark range from 2 (smooth regions) to 48 (edge
regions).

The robustness of the algorithm to JPEG coding is shown
in Fig. 9. The plot indicates the similarity values of the
“Peppers” test image with and without a watermark at
several bit rates corresponding to JPEG qualities from 5
to 95%. To simulate additional attacks on the watermark,
colored noise was added to the test imageprior to JPEG
coding. Each coding quality was tested 100 times, with a
different colored noise sequence used during each test. The
error bars at each quality correspond to the maximum and
minimum similarity values at each bit rate. Even at very low
image quality, the similarity values are separated, allowing
the existence of a watermark to be easily determined.

VI. A UDIO DATA-EMBEDDING APPROACHES

A. Audio Data Embedding Implicitly Based on Masking

Several techniques have been proposed in [2] and [28].
Using a phase-coding approach, data are embedded by mod-
ifying the phase values of Fourier transform coefficients of
audio segments. The authors also proposed embedding data
as spread-spectrum noise. A third technique, echo coding,
employs multiple decaying echoes to place a peak in the
cepstrum at a known location.

Another audio data-embedding technique is proposed in
[89], where Fourier transform coefficients over the middle
frequency bands, 2.4–6.4 kHz, are replaced with spectral
components from a signature. The middle frequency band
was selected so that the data remain outside of the more
sensitive low-frequency range. The signature is of short
time duration and has a low amplitude relative to the local
audio signal. The technique is described as robust to noise
and the wow and flutter of analog tapes.

Pruesset al. [73] embed data into audio by shaping a
pseudonoise sequence according to the shape of the original
signal. The data are embedded within a preselected band
of the audio spectrum after proportionally shaping it by
the corresponding audio-signal frequency components. In

if
otherwise

(18)
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Fig. 7. Bit error rate versus JPEG quality factor for image shown in Fig. 6.

particular, the frequency componentin the original audio
signal is modified to

(19)

where is a sample of the spread data andis a scalar
factor. The inventors claim the composite audio signal is not
readily distinguishable from the original audio signal. The
data may be recovered by essentially reversing the embed-
ding operation using a whitening filter. As described above,
a very similar embedding technique was later employed by
Cox et al. for image watermarking.

Some commercial products are also available. The Iden-
tification Code Embedded system from Central Research
Laboratories inserts a pair of very short tone sequences
into an audio track.

Solana Technology Development Corporation [47] em-
beds data into subbands of the audio signal. The data to be
embedded modulate a pseudonoise spread-spectrum signal,
each subband of which has a bandwidth corresponding to
those of the digital audio signal. The modulated data carrier
sequence is combined with the audio subband samples
to form a combined signal in which the embedded data
are carried. The combined signal is then combined into
the audio signal. At the decoder, the combined signal
is demodulated to recover the auxiliary data signal. The
recovered auxiliary data signal is inaudible in the audio
signal and is spectrally shaped according to the audio signal
to enhance concealment. Solana has an audio marking
product called Electronic DNA (E-DNA) and ScarLet by
Aliroo.

Patents for audio data embedding have been filed by
Radio Audit Systems, Inc., for a radio-broadcast signal-
processing system with an information encoder [26] and the

DICE Company for an apparatus and method for encoding
information into digital multimedia data [13].

Very few audio data-embedding algorithms that use the
original audio signal during detection have been proposed.
A few image watermarking schemes, e.g., [14], have been
described as generic and applicable to audio, although no
results have been reported. This is due to the fact that most
audio embedding algorithms are designed for broadcast en-
vironments. As a result, most audio embedding algorithms
are required to retrieve the embedded information without
access to the original.

B. Audio Data Embedding Explicitly Based on Masking

An audio data-embedding technique based on temporal
and frequency masking is presented in [84]. The data em-
bedding works by extracting length 512 blocks of the audio.
Sequential blocks of length 512 are extracted from the audio
signal and projected onto a pseudorandom (author-defined)
direction weighted by the masking values for the particular
block. The scalar projection value is then quantized with
respect to the masking levels of that block. To embed
data, the quantized projection value is perturbed to a new
value. To extract the hidden data, each recovered block is
projected onto the appropriate pseudorandom direction and
a simple remainder operation is applied [see (17)].

Moses [57] proposes a technique to embed data by
encoding it as one or more whitened direct sequence spread-
spectrum signals and/or a narrow-band frequency-shift-
keying data signal and transmitted at the time, frequency,
and level determined by a neural network (NN) such that
the signal is masked by the audio signal. The NN monitors
the audio channel to determine opportunities to insert the
data signal such that the inserted signals are masked.
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(a)

(b)

(c)

Fig. 8. An image (a) original and (b) watermarked. (c) Watermark
rescaled to gray levels for display.

In [4] and [87], the authors present an audio watermark-
ing algorithm that exploits temporal and frequency masking
(see Section IV-A) to embed robust and inaudible data.

The watermark is constructed by breaking each audio clip
into smaller segments and adding a perceptually shaped
pseudorandom sequence.

An example showing the robustness of the watermarking
technique to MPEG coding is shown in Fig. 10. The audio
signal is the beginning of the third movement of the
sonata in B flat major D 960 of Schubert (piano, duration
12.8 s), interpreted by Ashkenazy. The coding/decoding
was performed using a software implementation of the
ISO/MPEG-1 Audio Layer II coder with several different
bit rates: 64, 96, and 128 kbits/s. The plot shows the
similarity measure of the audio piece with and without
the watermark. The increments on the-axis correspond to
1.16-s segments of audio. For example, the similarity values
for block number 2 are measured over the piano signal
from s to s. As expected, the similarity
values vary over time as the power of the watermark varies
temporally with the power of the host signal. Observe that
the upper similarity curve for the audio piece is widely
separated from the lower curve over the entire duration of
the signal.

VII. V IDEO DATA-EMBEDDING APPROACHES

A. Video Data Embedding Implicitly Based on Masking

Fewer documents describing video data embedding are
available in the public domain relative to image embedding.
Most works are statements in papers to the effect that
straightforward extension of a proposed still-image marking
technique would be effective, e.g., [18] and [51]. For copy-
right protection, video data embedding must meet several
requirements in addition to those for still images because
the volume of data is of a much higher order and real-time
embedding may be required in some applications, such as
video-on-demand systems. The remainder of this section
will focus on works that exploit the three-dimensional
character of video data (i.e., two-dimensional images in
the temporal domain) and characteristics associated with
MPEG compression. Approaches that involve explicit com-
putation of upper and lower bounds for masking by the
HVS will then be described.

Video data embedding for copy protection has become a
very pertinent issue. The Data Hiding Subgroup of the Copy
Protection Technical Working Group is currently evaluating
proposals for DVD protection. A data-embedding system
is required to mark video content for the purposes of
identifying marked material and preventing unauthorized
recording/playback. The goal of the technologies is to allow
content providers to mark all copyrighted digital video
material (NTSC, PAL, and SECAM) with the watermark.
Video recorders/players would respond appropriately by
refusing to record or play improperly marked material.

One of the earliest examples of video data embedding
was proposed by Matsui and Tanaka [55]. First, a frame
from the video is divided into 8 8 blocks, and the
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Fig. 9. Detection of watermark in Peppers image after JPEG coding, with qualities from 5 to 95%.

two-dimensional DCT is computed using the formula

(20)

where and

(21)

The coefficient matrix for the DCT is

(22)

where and is the pixel value of the
th element in the block. The matrix is quantized by

(23)

where is the threshold factor, is
specified by a user to control the bit rate per pixel, and the
values of are rounded to the nearest integer. Information

is embedded by converting it into a binary sequence
, where and or . If ,

then is set to be the nearest odd integer, and
if , then is set to be the nearest even
integer. We denote the operation by , the modified

by , where

(24)

and the matrix of as

(25)

This data-embedding method is very fragile with respect
to noise, cropping, and repeatedly embedding data, since
values are only changed incrementally up or down. Fur-
thermore, if many copies of the same video frame with
different embedded marks are available, hostile parties
could compare them and might be able to determine the
original, unmarked video frame. Embedded messages might
be extracted by hostile parties unless supplementary pre-
cautions (e.g., message encryption prior to embedding,
pseudorandom embedding locations) are used. Since ro-
bustness with respect to MPEG video compression was
not a consideration during the design and test phase of the
method, no data on the subject are given. It is unlikely
that the embedded messages would be preserved after
substantial MPEG video compression, but the level of
fragility is not known.

Kinoshitaet al. [50] have developed a method to embed
information transparently in the MPEG motion vector in
video. North Carolina State University’s SHANG Group
has developed software called “Secure MPEG,” which is
available for free over the Internet.6 Sanford et al. are
currently investigating extensions of their data-embedding
method for still images to video data [80].

In extensive studies to extend concepts from still-
image marking by Coxet al. [14], Hartung and Girod
[23], [29]–[32] propose a spread-spectrum data-embedding
method for raw (or uncompressed) video data and a second
for MPEG bitstream data. The marking of raw video data

to produce a modified signal is described by

(26)

6See http://shang.csc.ncsu.edu/smpeg.html.
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Fig. 10. Detection of watermark in piano piece after MPEG coding at 64, 96, and 128 kbits/s.

where is the pseudonoise sequence,is the embedded
bit, and is a scaling factor. The information is recovered
using a matched filter. Use of a variable scaling factor
(i.e., use of a sequence rather than a constant) would
improve the level of security and robustness. Similar to Cox
et al., the authors remark that can be varied according to
local properties of the video frame or to spatial and temporal
masking properties associated with the HVS. A better
receiver, which employs a prefilter before decorrelation, is
presented in [32].

Hartung and Girod also have a data-embedding method
for MPEG compressed video. The approach indirectly
exploits masking characteristics, as it is based on the MPEG
stream. One of its explicit goals is to avoid an increase in
the bit rate. The embedding procedure consists of seven
steps.

1) Compute the DCT of the data. Rescan the DCT coeffi-
cients using a zigzag scan to obtain a 164 vector.
Let denote the zero-frequency (DC) coefficient
and the highest frequency (AC) component.

2) Let and denote the DCT coefficient of un-
marked and marked signals and let .

3) Find the next variable-length coder (VLC) in the
bitstream and identify the run-level pair
belonging to the code word and the position and
amplitude of the AC DCT coefficient represented
by the VLC code word.

4) Let denote the candidate for new
DCT coefficient. Check that the use of will not
increase the bit rate.

5) Let and be the number of bits used for transmit-
ting and , respectively.

6) If , then transmit . Else transmit .

7) Repeat steps 3)–6) until an end-of-block code word
is encountered.

Hartung and Girod discuss the robustness of their method
with respect to several types of attacks discussed in
Section III-D. They remark that their data are robust to
compression, filtering, and modest rotations. A detection
and correction mechanism is needed for larger rotations.
Removal and insertion of data lead to loss of synchronicity
of the pseudonoise sequence between the sender and
receiver so that a mechanism for detecting the loss and
for resynchronizing the pseudonoise sequence is needed to
thwart the attacks.

Similar to the situation with audio data-embedding al-
gorithms, almost no video data-embedding algorithms that
use the original have been proposed. Again, a few image
watermarking algorithms, e.g., [14], have been described as
generic and applicable to video.

B. Video Data Embedding Explicitly Based on Masking

In [84], the authors present a projection-based video
watermarking algorithm from an extension of their image
data-embedding algorithm (see Section V). An example of
the technique is shown in Fig. 11. In the example, a 311
frame, 120 160 grayscale video of a Madonna video
is embedded in an equal-length sequence from the movie
Broadcast News.The Madonna video is embedded forreal-
time playbackalong with the host video, i.e., 30 frames per
second. The Madonna video is encoded using MPEG at a
bit rate of 294 bytes per frame (8820 bytes per second).
The frames of theBroadcast Newsvideo are of size 240

360. Sample frames from each of the videos are shown
in Fig. 11.
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(a)

(b)

(c)

Fig. 11. Video-in-video application. (a) OriginalBroadcast Newsvideo. (b)Broadcast Newsvideo
with embedded (c) Madonna video. The Madonna video is embedded in real time.

In [86], the authors propose an object-based video water-
marking technique. To address issues associated with video
motion and redundancy, individual watermarks are created
for objects within the video. Similar strategies were dis-
cussed at the July 1997 MPEG-4 meeting. Each object from
the video is embedded with a unique watermark according
its perceptual characteristics. As the object experiences
translations and transformations over time, the watermark
remains embedded with it. Objects defined in the video
are collected into an object data base. As a result, the
detection algorithm does not require information regarding
the location (i.e., index) of the test frames in the video.
The detection algorithm simply identifies the objects in the
test frames. Once objects are identified, their watermarks
may be retrieved from the data base and used to determine
ownership.

Robustness to MPEG-1 coding at very high compression
ratios (CR’s) was tested on a 32-frame football video.
The frame size of the sequence is 240 352. The
MPEG quantization tables were set to the coarsest
possible level to maximize compression. To simulate
additional attacks on the watermark, colored noise was
added to the test video prior to MPEG coding. The test
video was tested 100 times, with a different colored
noise sequence used during each run. The minimum,
maximum, and mean frame-by-frame similarity values
over the 100 runs are shown in Fig. 12. Even at very
low coding quality, the similarity values are widely
separated, allowing the existence of a watermark to be
easily ascertained.

In a second approach [85], the authors employ a wa-
termark that consists of fixed and varying components. A
wavelet transform is applied along the temporal axis of the
video to generate a multiresolution temporal representation
of the video. The low-pass frames consist of the static com-
ponents in the video scene. The high-pass frames capture
the motion components and changing nature of the video
sequence. The watermark is designed and embedded in each
of these components. The watermarks embedded in the low-
pass frames exist throughout the entire video scene due to
wavelet localization properties. The watermarks embedded
in the motion frames are highly localized in time and change
rapidly from frame to frame. The resulting watermark is a
composite of static and dynamic components.

For example, the plot in Fig. 13 shows the robustness
of the technique to frame dropping and averaging. In the
test, the odd index frames, i.e., were dropped
from the test sequence. The missing frames were replaced
with the average of the two neighboring frames,

. Colored noise of similar power to the
watermark was added to the result. The resulting detection
curves in the figure are shown to be widely separated. The
error bars indicate the maximum and minimum similarity
values over 100 runs with different colored noise sequences.

VIII. V ISIBLE MARKING OF IMAGES

Sophisticated, attractive, and robust visible watermark-
ing methods for enhancing digital documents have been
developed and patented [7] by Braudwayet al. By robust,
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Fig. 12. Frame-by-frame robustness of a football video to MPEG coding at (0.46 Mbits/s, CR
44 : 1). The error bars around each similarity value indicate the maximum and minimum similarity
values over the 100 runs.

Fig. 13. Frame-by-frame robustness of a football video to frame dropping and averaging. The
error bars around each similarity value indicate the maximum and minimum similarity values
over the 100 runs.

we mean that the marks are difficult to remove without
leaving a trace. The method of Braudwayet al. for altering
pixel values in a still image was used to mark digitized
pages of manuscripts from the Vatican’s archive and the
British Library with a logo, in part for use in authenticating
the images and in part for deterring any parties seeking to

“purloin or misappropriate” the documents [8]; samples of
marked images can be found at IBM.7

7See the IBM Digital Library home page, marked images from
the Vatican Library Project http://www.software.ibm.com/is/dig-
lib/vatican.html and marked images from British Library project
http://www.rennard.demon. co.uk/tech/tewamk.htm.
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To be attractive and effective when applied to digitized
still-image data representing works with artistic merit,
according to Braudwayet al., a visible watermark must
be obvious to any person with normal or corrected vision
(including the color blind), be flexible enough that it can
be made as obtrusive or unobtrusive as desired, have bold
features that (by themselves) form a recognizable image,
allow all features of the unmarked image to appear in the
marked image, and be very difficult, if not impossible, to
remove.

The method designed by Braudwayet al. to fulfill these
criteria begins with the construction of a mask correspond-
ing to the watermark. The mask determines which pixels in
an image will remain unchanged and which will have their
intensity altered. The mask is then resized, if necessary,
to dimensions appropriate for the image size and marking
purpose, and the location at which the watermark will be
placed is chosen. Last, the intensity in the pixels specified
by the mask is altered. The scientists used a mathematical
model of the intensity in an image

(27)

where and represent the intensity of the th
pixel in the original and marked images, respectively, the
constant is a function that reflects various properties of
the specific image and watermark mask, and is the
intensity (i.e., the amount of light received by the eye,
regardless of color [81]). The appearance (or obtrusiveness)
of the watermark is controlled by varying the intensity.
If the same value of were used to alter all the pixels
that fall under the mask, then the watermark could be easily
removed by a hostile party. To render robustness to the
mark, randomness is introduced by using in
place of , where is a discrete random
variable that (if truly randomly distributed) satisfies

(28)

A watermark needs to have bold features because the
introduction of the random variable , depending on its
values, can make fine details of the mark less discernible.
As an addendum to their method, Braudwayet al. remark
that additional robustness can be achieved by introducing
small random variations in the size as well as in the
horizontal and vertical placement of the watermark, as
suggested by Pickerell and Child [67].
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